EON: software for long time simulations of atomic scale systems
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Abstract

The EON software is designed for simulations of the state-to-state evolution of atomic scale systems over time scales greatly exceeding that of direct classical dynamics. States are defined as collections of atomic configurations from which a minimization of the potential energy gives the same inherent structure. The time evolution is assumed to be governed by rare events, where transitions between states are uncorrelated and infrequent compared with the time scale of atomic vibrations. Several methods for calculating the state-to-state evolution have been implemented in EON, including parallel replica dynamics, hyperdynamics, and adaptive kinetic Monte Carlo. Global optimization methods, including simulated annealing, basin hopping, and minima hopping are also implemented. The software has a client/server architecture where the computationally intensive evaluations of the interatomic interactions are calculated on the client-side and the state-to-state evolution is managed by the server. The client supports optimization for different computer architectures to maximize computational efficiency. The server is written in Python so that developers have access to the high-level functionality without delving into the computationally intensive components. Communication between the server and clients is abstracted so that calculations can be deployed on a single machine, clusters using a queuing system, large parallel computers using a message passing interface, or within a distributed computing environment. A generic interface to the evaluation of the interatomic interactions is defined so that empirical potentials, such as in \textsc{LAMMPS}, and density functional theory as implemented in \textsc{VASP} and \textsc{GPAW} can be used interchangeably. Examples are given to demonstrate the range of systems that can be modeled, including...
surface diffusion and island ripening of adsorbed atoms on metal surfaces, molecular diffusion on the surface of ice, and global structural optimization of nanoparticles.
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1. Introduction

Long time scale simulations of atomic systems pose a particular challenge in computational chemistry. A straightforward integration of the equations of motion typically requires too many integration steps to reach the time scale of interesting events. Since atomic vibrations occur on the femtosecond time scale, roughly $10^{15}$ time steps are required to directly model one second of molecular dynamics (MD).

EON is a software package for performing accelerated dynamics simulations of diffusion in solids and reactions at surfaces. There are a number of established methods for calculating the long time scale properties of chemical and material systems and a primary goal of EON is to provide these methods in a single program so that they can be directly compared, the strengths of different methods exploited, and where advantageous, combined into hybrid methods.

The methods implemented in EON share an underlying concept. They each assume that the system has stable states that correspond to minima on the potential energy surface (PES). The term ‘stable’ means that the average escape time from a state is significantly greater than the correlation time of a trajectory within the state. The transitions between states are then rare events in comparison to the vibrational relaxation time scale within any state.

The computational framework for the methods implemented in EON is illustrated in figure 1. EON has a client-server architecture in which the server determines the state-to-state evolution of the system. Clients communicate with the server to receive tasks that involve exploring the configuration space around the current state. Results are reported back to the server so that the state-to-state evolution can proceed. For both receiving work and reporting results, communication is initiated by the client and the simulation data is transmitted in human readable text files.

The implementation of EON is illustrated in figure 2. The client, written in C++, performs computationally intensive tasks, while the server, written in Python, handles the bookkeeping associated with the higher-level algorithms. The client is used for any method that requires evaluation of the potential energy and force. Client-side methods include local geometry optimization, saddle point searches, MD trajectories, Monte Carlo sampling, and normal mode analysis. The server implements the high-level methods using the tools provided by the client including parallel replica dynamics (PRD) [1], hyperdynamics [2] using the bond-boost form of the bias potential [3], adaptive kinetic Monte Carlo (AKMC) [4], basin hopping (BH) [5], and minima hopping [6].

The EON architecture has several strengths. First and foremost, the client-server architecture allows for asynchronous cluster and distributed computing. Second, a single server can communicate with many different clients through a common interface, meaning that only part of the code has to be tailored to different platforms, either through compilation or linking to platform-specific libraries. Finally, the server communicates with the client via
Figure 1. Computational framework of EON calculations.

Figure 2. The EON server interacts with EON clients through communicators, providing them with independent tasks (e.g. saddle searches). The results are communicated back to the server where they are processed by higher-level algorithms (e.g. adaptive kinetic Monte Carlo). The various acronyms are defined in the text.

text files so that a user can directly access the client’s functionality without having to use the server.

2. Code structure

2.1. Server

The EON server has several roles: managing the execution of client jobs, processing the results of client calculations, and transitioning between states of the system. Typically the server is run many times over the course of a calculation. Upon each invocation, the server processes the results of completed jobs, performs actions depending on the results that were received, and creates new jobs, in that order. EON will typically exit at this point. The one exception is when EON is run with the message passing interface (MPI) communicator, in which case the server will continue to run in a loop waiting for new results to process.

The EON server coordinates a set of independent tasks, which are executed in parallel by the clients. The primary mechanism of communication between client and server is via text files. The server creates the input files for each client calculation and processes the output files that the clients write. The results of the individual client calculations influence subsequent jobs; it is only through the server that the clients interact.
In a distributed computing environment, clients cannot be trusted to complete all of the work that they are given. In a heterogeneous computing environment, clients will typically leave and return to the network over the course of an EON simulation. Due to this constraint, server-client communication is stateless; no one client is relied upon to complete any given job. Instead, enough work is created to keep all clients busy and the results are processed upon their completion. The server never waits for a particular client to finish a calculation.

The independence of the client jobs allows for flexibility in how the clients are executed. EON supports parallel calculations in a variety of contexts: on a single computer, on clusters using a queuing system, large parallel computers using MPI, and in a distributed computing environment. These contexts are explained more fully in section 2.4.

The server also manages the state-to-state evolution in the system. For example, in the AKMC method the server uses the kinetic Monte Carlo (KMC) algorithm to move between states until an unexplored state is reached. At this point, client calculations are required to determine the mechanisms and rates of escape. In PRD the server waits for clients to run dynamics within a state and report transitions a new state. The server then updates the current state of the system and repeats the process.

2.2. Client

While the server is written in Python, the client is written in C++. An advantage of using a compiled language for the client is that a self-contained executable is most easily used within a distributed computing platform [7]. A Python client would require the distribution of the Python runtime environment along with our code. Another reason for using C++ is that the client does most of the computational work, and it is not uncommon for Python to be 100 times slower than lower level languages [8].

EON provides a number of reusable software components. For example, the numerical optimization routines operate on general objective functions. This allows the same optimization code to be applied to a variety of problems, including local minimization, saddles searches, and nudged elastic band calculations. EON implements a number of first and second order optimization algorithms including quick-min (QM) [9], fast inertial relaxation engine (FIRE) [10], conjugate gradients (CG) [11], and limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) [12].

2.3. Potentials

EON makes use of a variety of different atomic interaction potentials, some of which are implemented within our code while others are accessed either by linking to a library or calling an external program. Specifically, EON works with the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [13], the Vienna Ab-initio Simulation Package (VASP) [14], and the Grid-based Projector-Augmented Wave (GPAW) [15] code.

The potentials that are included with EON are an embedded atom method (EAM) potential [16] with parameters for Al [17], quantum Sutton-Chen with parameters for FCC metals, effective medium theory from the ASAP package [18], pair potentials of the Lennard-Jones and Morse forms, Lenosky [19] and Tersoff [20] potentials for Si, the environment dependent interactive potential (EDIP) for carbon [21], and the TIP4P water model [22].

EON can use potentials from LAMMPS by linking EON to the LAMMPS library. The LAMMPS interface in EON issues commands to initialize the simulation by specifying the periodic boundary conditions and atom types. For each force call, EON updates the positions of the atoms in LAMMPS and calls the application programming interface (API) to update the energy
and forces. Using the API, as opposed to calling the LAMMPS executable for each force call, keeps the neighbor list in memory between force calls, and significantly improves the computational efficiency.

Finally, there is a MPI-based potential interface that communicates with an external MPI program to calculate the energy and forces. This potential type is implemented as a multiple program multiple data (MPMD) MPI job where the Eon client is launched along with the external MPI program(s). Having a single executable for the server and clients is especially useful for running on supercomputers with ab initio codes that do not have a library interface to be linked with Eon. An example of such a program is VASP. We provide a small modification to VASP to work with Eon so that VASP stays in memory between energy evaluations [23]. In our tests this approach is 60% faster than executing VASP for each force call, reusing the previous wavefunctions and charge density from disk.

2.4. Communicators

The client-server architecture gives Eon flexibility in how the client program is executed. The details of how the client runs and communicates its results are abstracted. Decoupling the communication from the rest of the code allows for different parallelization schemes to be implemented with minimal effort. The different communicators are implemented as classes that handle how and where the client is executed. The interface to the class is simple, requiring only the data in the input files for the client. The specific communicator then ensures that the job is executed and returns the result, when completed, to the server. The class also provides methods to cancel jobs and retrieve the number of running jobs.

Our generic approach to running the computationally expensive part of our program allows Eon to run in the following modes.

Local: the simplest way to run Eon is to run in serial or in parallel on a single computer. The server launches a user specified number of jobs in parallel and waits for them to complete before exiting.

Cluster: Eon can directly submit jobs to a job queuing system such as Grid Engine, Torque, or the Portable Batch System (PBS). User supplied scripts enable the Eon server to submit jobs, monitor running jobs, and delete jobs.

MPI: with the MPI communicator, the server and clients are bundled together as a single MPMD MPI executable. The server, instead of exiting after creating client jobs, polls the clients to determine when new jobs need to be created. When combined with the MPI potential interface, Eon can run many independent density functional theory (DFT) calculations simultaneously.

BOINC: Eon supports distributed computing using the Berkeley Open Infrastructure for Network Computing (BOINC) [7]. Running a distributed calculation requires a BOINC project server and an Eon client that is linked with the BOINC library. Eon is currently run as a BOINC project with over a thousand computers connected that has achieved a peak performance of four teraFLOPS. [24]. It is possible to run many independent calculations using the same BOINC project with Eon. The communicator uses a unique identifier to track which BOINC work units belong to which simulation. In this way, multiple users are able to run their own simulations within the same BOINC project.
A consideration when using BOINC for calculations is that the communication time between client and server should be shorter than the time to complete a client job. For calculations involving empirical potentials, a single client calculation can be faster than the time to process a work-unit through the distributed computing system. This condition causes the client computer to be idle while it waits for additional work. To solve this problem, we have implemented a mechanism for bundling a set of tasks together to be run as a single client job. Tuning the number of tasks in the bundle controls the BOINC work unit duration. Bundling a set of small jobs into work units also reduces the number of files which have to be processed by the server, an issue that becomes very important when thousands of machines are rapidly reporting their result to a single server.

**ARC:** an interface for the Advanced Resource Connector (ARC) middleware enables execution on resources connected to NORDUGRID [25]. The purpose of the interface is to enable to use of idle nodes on authorized resources. As only idle resources are to be requested, one initially registers how many idle nodes each cluster has, which is followed by a submission of the corresponding number of work units to the NORDUGRID queue on each of the clusters. The ARC middleware must be installed with the EON server to use this communicator.

### 3. Methods

#### 3.1. PRD and hyperdynamics

PRD is a method for parallelizing state-to-state MD trajectories [1]. A set of $M$ replicas of the simulation are initialized to run MD trajectories on separate processors from the same initial state. Each replica is given its own unique initial random momenta and run with MD for a short dephasing time to ensure that it is uncorrelated from the other replicas in configuration space. After dephasing, the simulation clock is started and MD is performed until any replica has escaped from the initial state. All replicas then report the amount of time that has been simulated and the transition time is taken to be the cumulative simulation time from the replicas. Critical to this method is an algorithm to detect transitions between states. In EON we detect a transition by periodically minimizing the geometry and comparing to the initial minimized geometry.

The algorithm, as described, is not suitable for distributed computing because it is not always possible to promptly report when a replica sees a transition, nor is it possible to query all the other replicas to determine how much simulation time had been accumulated when the transition occurred. To work with EON, all communication between replicas must be removed. This is accomplished in the distributed replica dynamics (DRD) implemented in EON by having each client run for a fixed length trajectory. The clients do not report back when they detect a reaction; instead, each replica does the same amount of work as all other clients, on average. Accordingly, when a client detects a transition it records the transition time and configuration and then continues to run dynamics for the full time length as if a transition had not occurred. It then returns the time of the transition and the new product state to the server. The server adds the transition time to the total simulation clock. Details of the validity and efficiency of the DRD algorithm will be presented elsewhere [26]. Since DRD is so similar in philosophy to PRD, we will refer to it hereafter simply as PRD.

As an example of a long time scale simulation modeled with PRD, we have chosen the formation of a compact Pt heptamer island on Pt(1 1 1) at 250 K using a Morse interatomic potential. Each PRD client was run for a 20 ps MD trajectory with a time step of 2 fs and a dephasing time of 1 ps. PRD was also combined with hyperdynamics to increase the accessible
simulation time. We used the bond-boost form of bias potential [3] setting the magnitude of the total boost $\Delta V^\text{max}$ to 0.5 eV, the stretch threshold $q$ to 0.2, and the curvature parameter $P_1$ to 0.95. All other parameters were kept the same as the PRD calculation. The evolution of the system is shown in figure 3. The initial coalescence of the adatoms occurs on a time scale of nanoseconds and the formation of the compact island occurs on a time scale of minutes, which can only be seen in the hyperdynamics simulation.

In the ideal case, PRD is able to reduce the wall-clock time of a MD calculation linearly with respect to the number of processors used. To demonstrate that our code achieves this scaling, we measured the speed-up of escaping from the compact Pt heptamer island state. Each PRD trajectory was run for 100 ps; reactive events were detected by minimizing every 10 ps. Figure 4 shows that the speed-up, in terms of wall-clock time, required to find an escape time for the compact Pt heptamer island on Pt(1 1 1) increases linearly with the number of replicas. The slope of the speed-up plot only deviates from unity when the total time simulated by the replicas in a reporting interval approaches the transition time. When there are $M$ clients running 100 ps trajectories in parallel, this limit is reached for $M \approx 100$ at 500 K and $M \approx 1000$ at 400 K. In principle, the MD time simulated by each replica can be reduced, although here, 100 ps was chosen so that each calculation would take several minutes, which is a suitable job length for distributed computing, as discussed in section 2.4.

3.2. Adaptive kinetic Monte Carlo

KMC is a method used to model the state-to-state dynamics of chemical and material systems. An in-depth introduction and discussion of the history of KMC has been written by Voter [27]. KMC simulations are fundamentally different from MD in that they do not need to evaluate the potential energy or forces of the system, although in many cases, rates of reaction are derived from a PES. In KMC, a Markov chain of states is formed with transition probabilities.
proportional to the rates of reaction. The set of rates, known as a rate table, must be known \textit{a priori} for all states that the system will encounter.

AKMC is a method to dynamically build a rate table during a KMC simulation \cite{4}. For each new unique state that the system visits, searches are performed to find low energy first-order saddle points on the PES. Typically these searches are carried out by minimum mode following algorithms where the minimum mode is estimated using the dimer method \cite{28}, Raleigh–Ritz minimization \cite{29} as in the hybrid eigenvector following method \cite{30}, or the Lanczos method as in the activation relaxation technique nouveau \cite{31}. Minimizations are carried out from the saddle point geometry to the two adjacent minimum energy configurations. Rates can be efficiently calculated for the forward and backward reactions using the harmonic approximation to transition state theory (HTST)

\begin{equation}
    k_{HTST} = \frac{\prod_{i}^{N} \nu_{i}^{\text{min}}}{\prod_{i}^{N} \nu_{i}^{\text{‡}}} \exp \left[ -\left( \frac{E^{\‡} - E^{\text{min}}}{k_{B}T} \right) \right],
\end{equation}

where \( N \) is the number of atoms, \( \nu_{i}^{\text{min}} \) and \( \nu_{i}^{\‡} \) are the positive (stable) normal mode frequencies at the minimum and saddle, \( E_{\text{min}}^{\‡} \) and \( E^{\‡} \) are the energies at the minimum and saddle point, \( k_{B} \) is Boltzmann’s constant and \( T \) is the temperature.

Once the saddles of relevant energy have been located, the rate table for that state is considered complete. Details on how the confidence that the relevant saddles have been found is given in \cite{32}. A KMC step is then taken to advance the simulation to the next state and to increment the simulation clock. If the next state is a previously visited state, then there already exists a rate table and no searches will need to be performed; otherwise saddle searches are needed to determine the new rate table.

An important feature of the AKMC implementation is systematic coarse graining of states to eliminate fast transitions. In \texttt{Eon}, simulations are coarse grained on-the-fly using the Monte Carlo with absorbing Markov chains (MCAMC) algorithm \cite{33}. In this formalism, the mean first passage times and probabilities from one set of states to another are calculated exactly. The basic equations used in MCAMC will be reproduced here; a more detailed review can be

---

Figure 4. Timing data showing good linear speedup for PRD of a Pt heptamer island on Pt(1 1 1). Deviations from the linear scaling trend start when the number of replicas times the simulation time for each replica approaches the time scale of the transition.
found in [34]. An absorbing Markov chain may be written in the canonical form

\[
M_{(r+s)\times(r+s)} = \begin{pmatrix}
T_{r\times s} & R_{r\times f} \\
0_{r\times s} & I_{r\times r}
\end{pmatrix},
\]

(2)

where \( T \) is the matrix of probabilities to transition within the \( s \) transient states, and \( R \) is the matrix of probabilities to transition from the \( s \) transient states to the \( r \) absorbing states, and \( I \) is the identity matrix. The fundamental matrix is defined as

\[
N = \sum_{k=0}^{\infty} T^k = (I - T)^{-1},
\]

(3)

where the \( N_{ij} \) is the average number of times state \( j \) is visited before absorption, if the chain starts in state \( i \). Using the fundamental matrix, it is possible to calculate both the expected time until absorption, and the absorption probabilities

\[
t = N \tau
\]

(4)

\[
B = NR,
\]

(5)

where \( \tau \) is a vector of the average escape times from each transient state, \( t \) is a vector where element \( i \) is the average time until absorption if the chain starts in state \( i \), and \( B \) is a matrix whose \( ij \) entry corresponds to the probability that if the chain starts in state \( i \) it will be absorbed into state \( j \).

While MCAMC gives exact times and probabilities between any set of states, it does not say which states should be grouped together in the transient subspace. Two heuristic algorithms have been developed for this classification. The first scheme is to count the number of times a transition has occurred between two states and when this number is greater than a specified threshold (typically tens of transitions) the two states are grouped together. A second scheme that is based on the energies of the saddles and minima is also implemented [35]. These different definitions of the transient space effect the resolution of the state-to-state description, but not the accuracy of the course grained simulation, since the MCAMC is exact for any choice of transient states.

Using AKMC as implemented in EON, atomistic and molecular systems have been simulated using forces and energies both from empirical potentials when available and DFT when higher accuracy is desired.

3.2.1. CuZr glass. In a study of CuZr bulk metallic glasses the dynamical behavior at the \( \mu s \) time scale was simulated for a Cu0.7Zr0.3 alloy at 500 K. As this system is highly disordered, it is considered an intractable task either to propose a sufficiently complete table of events \( a \) priori or construct a standard on-lattice KMC simulation of the system. In this simulation, the super cell contained \( \sim 1400 \) atoms and the number of accessible mechanisms found from each state ranged from 10 to 150. The atomic interactions were modeled applying an EAM potential as implemented in the LAMMPS code [36]. An example of the complexity of the reaction mechanisms is shown in figure 5, where an annealing event, which lowered the structural energy by 0.79 eV, involved the displacement of 40 atoms more than 0.15 Å, of these, seven atoms were displaced more than 0.5 Å.

3.2.2. H\textsubscript{2}O on the surface of hexagonal ice. A simulation of a molecular system modeled the diffusion of a water add-molecule on the basal (0 0 0 1) surface of hexagonal ice. As such systems are of interest to the astronomy community, the simulations were conducted at low temperatures (<200 K) where reaction mechanisms with barriers of 0.3 eV become rare events.
Figure 5. A diffusion event in a Cu$_{0.7}$Zr$_{0.3}$ glass crosses an energy barrier of 0.40 eV and lowers the structural energy by 0.79 eV. The atoms colored blue and red undergo displacements larger than 0.5 Å and 0.15 Å, respectively, during the event. The small atoms are Cu and the large atoms are Zr.

<table>
<thead>
<tr>
<th>Reaction Coordinate</th>
<th>Energy [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-216.9</td>
<td></td>
</tr>
<tr>
<td>-217.0</td>
<td></td>
</tr>
<tr>
<td>-217.1</td>
<td></td>
</tr>
<tr>
<td>-217.2</td>
<td></td>
</tr>
<tr>
<td>-217.3</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6. A set of reactions involving a water molecule on an ice surface. Seven events, overcoming an effective barrier of 0.14 eV results in a rearrangement of the proton order and the surface energy lowers by 0.28 eV and stabilize due to a more favorable morphology of the dangling hydrogen atoms.

The average time for such an event at 100 K is on the order of minutes. In the present study the empirical TIP4P-flex potential [37] was applied. Figure 6 shows the structural rearrangements resulting from a series of six events, which lowered the system energy by 0.28 eV. For this sequence of events to occur, an effective barrier of 0.14 eV was overcome.

3.2.3. Breakup of a boron cluster in bulk silicon. The break-up of a boron cluster in a bulk silicon lattice was modeled at 500 K using energies and forces from DFT. Boron is commonly used as a dopant for p-type silicon. The high B concentration required for nanoscale devices can lead to dopant clustering and deactivation. Thus, the kinetics of dopant cluster formation and break-up is of interest to the semiconductor industry. The details of the DFT calculation and how the initial configuration was created have been reported previously [38].

Here we show how on-the-fly coarse graining (MCAMC) [33] and the kinetic database (KDB) [38] can reduce the computational effort needed to model long time scales. We report
Figure 7. A comparison of how the kinetic database (KDB) and Monte Carlo with adsorbing Markov chains (MCAMC) reduce the computation time required to model the dynamics of a B$_2$I cluster in bulk Si with AKMC.

a reaction pathway for the break-up of B$_2$I clusters, the discovery of which was enabled by using the geometry comparison routines in EON to exploit the symmetry of the system to greatly reduce the number of identical states that needed to be explored. The KDB reduces the computational cost of finding new saddles in each state, by reusing information learned in previous states or simulations. Processes are added to the KDB using a minimal representation that includes only moving atoms and their immediate environment. The KDB is queried to provide suggestions of available saddle point geometries. These suggestions accelerate AKMC simulations by reducing the number of random searches needed to reach confidence that a sufficient rate table has been determined.

To show the effects of the KDB and MCAMC, three AKMC simulations were run: the first using both the KDB and MCAMC, the second using only the KDB, and a third using neither acceleration method. For each simulation, the AKMC confidence was set to 0.95, which corresponds to a stopping criterion in each state where no new event was added to the rate table within 20 consecutive searches. Each saddle search was initialized by displacing each degree of freedom of a B atom and all atoms within 2.6 Å by a random number drawn from a Gaussian distribution with a standard deviation of 0.2 Å.

The results are shown in figure 7. The unit of computational time, a cluster-day, is defined as one day of CPU time provided by a local cluster containing 39 nodes, each with eight Intel Xeon X5355 cores running at a clock rate of 2.66 GHz. The use of the KDB reduces the work needed to explore each state and here it saves more than a day of cluster time. However, without the use of MCAMC the KMC simulation becomes trapped in a set of states separated by low barriers. The mean number of steps required to escape this superbasin is $5 \times 10^9$. The number of KMC steps that could be performed per second was 3000, which means that it would have taken 20 cluster-days (on average) to escape from the superbasin each time the simulation entered it. The use of KDB and MCAMC allowed us to find the full B$_2$I dissociation pathway shown in figure 8.

3.3. Basin hopping

BH is an algorithm for determining global minimum energy structures [39]. In BH, a Monte Carlo (MC) simulation is performed on a transformed PES, $\tilde{E}(X)$, obtained from an energy
The standard Metropolis acceptance probability,

\[ P_{\text{acc}} = \min[1, \exp(-\Delta E/k_B T)], \]

(6)
is used where \( X_{\text{old}} \) and \( X_{\text{new}} \) are the configurations before and after each trial move. MC moves are made by displacing each coordinate by either a random uniform or Gaussian distribution. Our implementation also allows for swapping moves, where a pair of atoms of differing elements have their coordinates exchanged. The size of the displacement can also be dynamically updated during the simulation to reach a target acceptance ratio \[ 40 \].

There are several enhancements to BH that have been implemented including significant structure basin hopping (SSBH) \[ 41 \] and basin hopping with occasional jumping (BHOJ) \[ 42 \]. In SSBH all displacements are made from the local minimum of the previous displacement. In BHOJ, when a predetermined number of MC moves are rejected in a row, a fixed number of MC moves are performed at infinite temperature. This gives the method a chance to escape from an energy funnel that doesn’t contain the global minimum.

As an example, we show results from the global optimization of a \( A_{42}B_{58} \) binary Lennard-Jones (LJ) cluster with energy given by:

\[ E = 4 \sum_{i<j} \epsilon_{\alpha\beta} \left[ \frac{\sigma_{\alpha\beta}^{12}}{r_{ij}^6} - \frac{\sigma_{\alpha\beta}^{12}}{r_{ij}^6} \right], \]

(7)

where \( \alpha \) and \( \beta \) are the atom type of atoms \( i \) and \( j \), respectively. We chose \( \epsilon_{AA} = \epsilon_{AB} = \epsilon_{BB} = 1 \), \( \sigma_{AA} = 1 \), \( \sigma_{BB} = 1.3 \), and \( \sigma_{AB} = (\sigma_{AA} + \sigma_{BB})/2 \). Previous studies using more sophisticated global optimization methods have reported a putative global minimum energy of \(-604.796307 \) \[ 43 \].

To highlight the parallelization options available in EON we ran many BH calculations of LJ clusters, starting from a single random initial geometry, across different numbers of CPU cores: serially (1 core), on a local cluster of computers (8-512 cores), and on a distributed network of machines (BOINC) with about 4000 cores \[ 24 \]. Figure 9 shows the difference between the average lowest energy \( (E_A) \) and the energy of the global minimum \( (E_0) \) versus wall time for the different parallelization options. The lowest energy structure found in any of the runs was \(-604.136658 \).
Figure 9. The difference between the lowest energy found by BH simulations ($E_A$) and the lowest known global minimum ($E_0$) plotted as a function of wall clock time. The amount of time taken to reach lower energies is reduced as more cores are utilized.

Table 1. Comparison of the rate of escape from the compact Pt heptamer island state at 400 K using different long time scale methods. The PRD rates are based upon the mean-first-escape times from four trajectories.

<table>
<thead>
<tr>
<th>Method</th>
<th>Escape rate ($s^{-1}$)</th>
<th>Force calls</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRD</td>
<td>$(7.7 \pm 3.8) \times 10^5$</td>
<td>$1 \times 10^9$</td>
</tr>
<tr>
<td>PRD/hyperdynamics</td>
<td>$(6.1 \pm 2.3) \times 10^5$</td>
<td>$1 \times 10^6$</td>
</tr>
<tr>
<td>AKMC/HTST</td>
<td>$8.7 \times 10^5$</td>
<td>$2 \times 10^4$</td>
</tr>
</tbody>
</table>

4. Discussion

The motivation for developing the EON software is to make different approaches to long time scale simulations of atomic systems available in an integrated package that can make use of diverse computational resources. The common toolkit of optimizers, dynamics algorithms, saddle point finding methods, and interatomic potentials allows for a direct comparison of methods and makes it easier for the user to select the method which best fits the problem at hand. EON allows for the development of hybrid methods which can take advantage of the strengths and mitigate the weaknesses of the different algorithms.

An example comparison between methods is given in table 1, in which the rate of escape from the compact heptamer island configuration (shown in figure 4) is calculated at 400 K using three different long time scale methods: PRD, PRD combined with hyperdynamics, and HTST as implemented in the AKMC method. Each of these methods exhibit linear speed-up with respect to the number of CPU cores used so that the wall-clock time to run each simulation is proportional to the number of force calls divided by the number of cores. On the previously mentioned 2.66 GHz Xeon X5355 processors, one force call takes about 8 ms on a single core, so that the HTST calculation takes 2.6 min on 1 core, the PRD/hyperdynamics calculation takes 16 min on 16 cores, and the PRD calculation takes 1.4 days on 64 cores. These wall-clock times closely reflect the conditions under which the simulations were run.

The escape rate for the compact Pt heptamer island can be estimated with the fewest force calls using AKMC, where the transition mechanisms are found using saddle point searches and the rate of each mechanism is calculated using HTST as in equation (1). HTST is computationally efficient, but it relies on several assumptions that can contribute systematic
errors to the escape rate. First, some relevant saddle points may not be identified by the search algorithm, resulting in an incomplete rate table; second, the harmonic approximation to the TST rate may not be accurate enough at the simulation temperature; and third, the TST approximation itself may contain errors due to dynamical recrossing events.

To test these approximations, a more accurate estimate of the rate was calculated using PRD, which relies on fewer assumptions. The equations of motion were integrated with a 2 fs time step and a dephasing time of 2 ps. The Andersen thermostat was used to sample from the NVT ensemble with soft collisions, rescaling 20% of the velocity of atoms on a time scale 20 fs.

Table 1 shows that the HTST rate is within the uncertainty of the rate calculated with PRD. At high enough temperature, the harmonic approximation will break down and the HTST rate will become less accurate. However, when HTST holds, AKMC is an efficient method, being orders of magnitude less computationally demanding than PRD. The AKMC approach can also, in principle, be extended beyond HTST to variationally optimized hyper planar TST, and could, furthermore, be implemented to include dynamical corrections [44]. Understanding the tradeoff between computational cost and accuracy of TST calculations beyond the harmonic approximation are the subject of ongoing studies.

Hyperdynamics is a good compromise between PRD and HTST because it is substantially faster than PRD when a good bias potential is known, and the systematic errors which can be introduced with a poor choice of bias potential can be quantified. The PRD/hyperdynamics rate in table 1 was calculated using the bond-boost bias potential with the parameters described in section 3.1. The parameters were tuned so that the bias potential smoothly reached zero at the lowest energy saddle point (0.6 eV) with a maximum fractional bond stretch of 22%. The data in table 1 shows a hyperdynamics rate in agreement with that of PRD and a thousand-fold gain in computational efficiency. It should be noted, however, that without the PRD calculation for reference, the hyperdynamics calculation would have to be repeated with more conservative settings to check for systematic errors introduced by the bias potential.

While much progress has been made in the development of algorithms for long time scale simulations, this is still an important challenge to further development and new methods are being proposed frequently. An essential aspect of this work should be systematic and careful benchmarking and comparison of the performance of the various approaches, both in terms of accuracy and computational effort. To further this endeavor, we are developing a community-based website where authors can publish and compare their methods and codes on benchmark problems. The benchmark website can be accessed at http://optbench.org/.

The EON code is freely available under the GNU Public License version 3. EON can be obtained at http://theory.cm.utexas.edu/eon/.
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