ABSTRACT

Searching content in mobile opportunistic networks is a difficult problem due to the dynamically changing topology and intermittent connections. Moreover, due to the lack of global view of the network, it is arduous to determine whether the best response is discovered or search should be spread to other nodes. A node that has received a search query has to take two decisions: (i) whether to continue the search further or stop it at the current node (current search depth) and, independently of that, (ii) whether to send a response back or not. As each transmission and extra hop costs in terms of energy, bandwidth and time, a balance between the expected value of the response and the costs incurred must be sought. In order to better understand this inherent trade-off, we assume a simplified setting where both the query and response follow the same path. We formulate the problem of optimal search for the following two cases: a node holds (i) exactly matching content with some probability, and (ii) some content partially matching the query. We design static search in which the search depth is set at query initiation, dynamic search in which search depth is determined locally during query forwarding, and learning dynamic search which leverages the observations to estimate suitability of content for the query. Additionally, we show how unreliable response paths affect the optimal search depth and the corresponding search performance. Finally, we investigate the principal factors affecting the optimal search strategy.
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Figure 1: Search query travels from a node to another and the path forms a linear trajectory in space. The response is assumed to follow the same path backwards.

1. INTRODUCTION

Mobile opportunistic networks, also dubbed Pocket switched networks [6, 10], are networks in which mobile devices carried by humans can exchange information via short-range communication interfaces, e.g., Wi-Fi, Bluetooth, when they come in transmission range of each other and physically carry the content on their way. Certainly, this operation mode is vital for cases where the network infrastructure fails (e.g., after natural disasters), does not exist, or access to infrastructure services or even the Internet at large is blocked [3]. In addition, this communication involves only the peers in wireless contact, in contrast to the frequently used cloud-based third party services (e.g. Dropbox) which may take a long distance detour across the Internet and potentially half-way around the world. Delay-tolerant networking (DTN) [4, 5] defines such a networking paradigm facilitating communication without an infrastructure support for a variety of application scenarios including inter-planetary, vehicular, underwater, and opportunistic networks.

The wealth of data produced or downloaded by the mobile devices requires efficient search algorithms that can locate the relevant content quickly and cost-effectively rather than naive enquiry of each node upon a contact. Searching content in mobile opportunistic networks is a difficult problem due to the dynamically changing topology and intermittent connections. A question arising in this context is what are the fundamental determinants of search in mobile opportunistic networks. In this work, we aim to provide insights on this question by designing static and dynamic search schemes. We focus on a single query that visits a node after another along some (natural) path as illustrated in Fig. 1 (i.e., the query is not replicated). The response follows the same path backwards. However, the response
path is assumed to be unreliable, e.g., due to mobility during the search. More specifically, we assume that searches terminate relatively quickly (say, order of ten seconds) and a link backwards exists if the response can be transmitted shortly (but not necessarily immediately). In other words, we do not require persistent end-to-end paths.

In practice, the search path can form naturally based on some path selection criteria such as a similarity metric for nodes, which reflects positively to the probability of finding relevant information in the node. Similarly, the actual search can consist of multiple (independent) linear paths.

In this paper, we consider three types of search strategies: static, dynamic, and learning dynamic search. Regarding a node’s value for the issued query, first we assume that a node either holds a relevant content or not for the query. Second, we assume that a node may hold some relevant content whose relevance has either uniform or exponential distribution. The former corresponds to the binary response whereas the latter is the partial response scenario. We start with static strategies where the search is extended to a predefined number of nodes $n$. Then we consider dynamic strategies that may stop the search before depth $n$ depending on what has been found so far (and whether some response has already been sent back). Both of these assume that each node knows the distribution of information in the nodes (value of response to given search). Our final search strategy, referred to as the learning strategy, is more robust and estimates the value distribution dynamically as the search progresses from a node to another. Although we assume that response follows the same path as the query, we model the unreliability of the link between two nodes on the response path and analyze how it affects the optimal search. The results in this paper serve two purposes: First, they enable design of efficient distributed search algorithms. Second, they provide insight on under what circumstances searching for content in mobile opportunistic networks is feasible and present the optimal operating region (in terms of search depth) for various scenarios.

Rest of this paper is organized as follows. First, in Section 2 we briefly review the related work. Then, Section 3 introduces our model and notation. The different search strategies are analyzed in Section 4, followed by a performance evaluation in Section 5, and a discussion in Section 6. Section 7 concludes the paper.

2. RELATED WORK

In a broad context, we can consider every forwarding algorithm in a DTN as a search scheme for a specific target node. We exclude broadcast algorithms as they aim to reach each and every node. In content search, first the searched content is mapped to some node(s) that have a high likelihood of holding this particular content. Next, nodes upon encounter forwards the query with the aim of reaching the specified destination(s) that matches the mapping between content and the node profile. For example, seeker-assisted search (SAS) [2] vaguely maps a content to the nodes of a particular community which is a group of nodes sharing common interests. Hui et al. [6], design Haggie – a content sharing scheme, by leveraging the node’s self-declared interests to locate the contents that might fall in the interest of the node. In Haggie, each content and node have some attributes that are manually defined. These attributes provide the basis of mapping between a content and its target nodes. See also the Bubble forwarding algorithm [7], which tries to exploit the social structures when making the forwarding decisions.

Any rational search scheme should direct the search towards the nodes that have higher likelihood of holding the searched item. This forwarding decision can exploit various characteristics of the network, e.g., the community structure, content and node relevance. For example, SAS [2] exploits the homophily principle, tendency to associate and interact with similar others, and directs the search towards the nodes of the same community as this content might have been searched and be readily available at a node in this community. SAS expands the search to the other parts of the network, although there is a lower probability of matching there, to avoid searching only in a particular part of the network. In Haggie, nodes exchange contents at each encounter so that contents are constantly pushed towards the nodes with some interests for this content rather than an explicit search. In this paper, similar to SAS, we consider a pull-based search scheme in which a node issues a query for finding a specific content.

Another challenge in opportunistic search is deciding when to stop the spreading of the search query. As nodes operate distributedly, the completion of search cannot be signalled immediately to the other parts of the network. Hence, each node should decide on forwarding or terminating the spread. An early termination may result in search getting no responses whereas late termination leads to over-consumption of the resources, e.g., battery. Pitkänen et al. [9] define a termination logic in which each node using the observed degree of itself estimates the number of nodes the query might have been received by and the number of possible responses generated by these nodes. The query is terminated if the estimate is above some threshold. Under transmission bandwidth and storage capacity constraints, RAPID [1] replicates the messages to the node’s contact in decreasing order of message utilities such as expected delivery delay and deadline violation level. In this manner, messages yielding higher cost compared to their utilities are terminated based on the benefit and cost evaluation at each node. Setting time-to-live (TTL) for a query is another way of limiting the spread as a message is dropped after the expiry of its TTL. However, determining the optimal TTL is not straightforward as it depends on various network dynamics including the traffic load and content availability. Our solution is similar to [1] in the sense that each node evaluates the expected utility of the next hop and the increased cost due to involving it. This decision can be intricate depending on the degree of information available to the decision maker. In this work, different than the listed approaches, we find the optimal depth - the hop distance from the searching node - to stop the search under various settings.

Search, although having similarities with opportunistic forwarding, is more complicated due to its bidirectional nature, i.e., the discovered content or other responses have to be forwarded back to the searching node. What is more, treating search as a twofold process, e.g. query forwarding and response forwarding, may lead to a sub-optimal performance or even hinder the search success. For instance, search message eventually discovering some related content, might already be too far from the searching node that the response is obsolete or too difficult to route back. Therefore, the response path should also be taken into account.
explicitly. In this work, we assume that the response messages follow the path of the query backwards. In our basic model, we assume that this path exists for the duration of the search, but numerically we also investigate what happens if the path back to the searching node becomes unreliable.

3. MODEL AND NOTATION

As already mentioned, searching content in an opportunistic wireless network is not trivial. Therefore, we resort to analyze a simplified setting to understand how much an optimal search scheme can save. In particular, we consider a search in a linear network, where the basic action at each node is to decide if the search should continue further, or if we are satisfied with the content found so far. More specifically, our model is as follows.

- We assume a linear network, where the source node is located at the origin and there are an infinite number of nodes along the positive x-axis, see Fig. 2. Please note that this linear model is a logical abstraction rather than a physical interpretation (cf. Fig. 1), however under our assumption of no replication for query messages, every query will follow such a linear path.

- A query travels on the forward path, where the loss probability is assumed to be zero. (A node meets another node within a reasonable time with a high probability).

- A possible response travels in the opposite direction on the backward path and the response can be delivered to the previous node in the chain with a fixed probability of $\gamma$ (during the search). In the ideal case, $\gamma = 1$. However, in practice, depending on the connectedness of the network, there are many reasons for $\gamma < 0$, including that a node may have carried the search request away or that a previous hop may have gotten out of range.

- For each query, each node $i$ has a response which value is described by i.i.d. random variables denoted by $V_i$. Note that $V_i = 0$ corresponds to “nothing useful”. This value can be interpreted as the ranking or relevance of the response similar to ranked search results returned by a search engine.

- We let $m$ denote the total number of transmissions when the search has completed, and $d$ the highest valued response that is returned back to the source. A possibly failed transmission on the return path is also included in $m$.

- Each transmission costs $e$ (say energy & time), which is assumed to be the same for both the query and response for simplicity. In practice, responses might have a higher cost if they return a lot of data (e.g., music, photos, ...)

- If a search is terminated after $n$ hops and nothing useful has been found, there is no need to send a response back to the source, $n = m$, and the transmission costs are $ne$.

- As the metric we consider the net profit of a search, i.e., the utility, which is the value of the response minus the expenses,

$$U := d - m \cdot e. \quad (1)$$

- Node $i$ along the search path must choose its action from the following four options:

  1. Stop the search
  2. Stop the search and send a response back to the source
  3. Continue the search to Node $i + 1$
  4. Continue the search to Node $i + 1$ and also send a response back to the source

- The optimal search algorithm $\alpha$ chooses dynamically the action that maximizes the utility given by (1).

We note that our problem is related to the optimal stopping problem in the routing at DTNs, see, e.g., [8] and [12]. However, there is a fundamental difference because in our setting there are multiple ways to “stop”: one can simply stop and give up, or stop and send a response back to the searching node (which costs more in terms of energy and time). Moreover, it is possible to send a response while still proceeding further with the search. The search forwarding algorithm must take all these different options and the earlier observations into account when making the decisions.

4. OPTIMAL SEARCH STRATEGIES

In this section, we will analyze the optimal search strategies. We consider static strategies, where the search distance is defined at the start, and dynamic strategies, where the actions may depend on what has been found so far, and if some responses have already been sent. The dynamic strategies may also learn the value distribution during the search.

4.1 Bernoulli distribution

Let us start with the binary case where a node either has the complete response to the query, or no relevant information at all. That is, the value of the response from node $i$ obeys Bernoulli distribution $V_i \sim \text{Bernoulli}(p)$, where $p$ denotes the probability that a node has the searched content. We refer to $p$ as the content availability, and $q$ denotes the probability of the opposite case, $q = 1 - p$. Moreover, the links on the return path can be unreliable ($\gamma < 1$), and at most one response is sent per query.

4.1.1 Static strategy

A static search strategy is defined by a fixed depth $n$, i.e., each search will check the first $n$ nodes and then return the highest response found. The number of transmissions on the return path is $r_n = \sum_{i=1}^{n} r_{i-1} (1 - \gamma) + n \gamma^n$, which gives

$$r_n = \begin{cases} 1 - \gamma^n & \text{when } 0 < \gamma < 1, \\ \frac{1 - \gamma}{1 - \gamma} & \text{when } \gamma = 1. \end{cases} \quad (2)$$
The total number of transmissions is $m = n + r_n$, and the response reaches the searching node with probability of $\gamma^n$. The expected search result with depth $n$ is

$$R_n = E[\max\{V_1, \ldots, V_n\}] \cdot \gamma^n = (0 \cdot q^n + 1 \cdot (1 - q^n)) \gamma^n = (1 - q^n) \gamma^n.$$  

Thus, the expected utility under $n$ hop search is

$$U_n = R_n - (n + r_n)e.$$  

which reduces to

$$U_n = (1 - q^n) \gamma^n - (n + r_n)e,$$  

and with $\gamma = 1$,

$$U_n = 1 - q^n - 2ne.$$  

The optimal static policy is obtained by finding the depth $n$ that maximizes the expected utility:

$$n^* = \arg\max_{n \in \mathbb{N}} U_n.$$  

We note that this is clearly a non-optimal strategy: if Node 1 already has the searched content it is useless to search any further. Nonetheless, we consider this simple strategy first and later compare how far it is from the optimal.

**Case $\gamma = 1$.**

Let us first assume the ideal case with $\gamma = 1$. Note that if $p < 2e$, then the optimal search depth $n$ is zero, i.e., it is not worth initiating a search at all. The optimal (integer-valued) search depth $n$ is found by studying the gain from expanding the search by one step, i.e, $\Delta U(n) = U_{n+1} - U_n$:

$$\Delta U(n) = (1 - q^{n+1} - 2(n + 1)e) - (1 - q^n - 2ne) = pq^n - 2e.$$  

The gain becomes negative at the optimal search depth, giving

$$n^* = \left\lceil \frac{\log(2e/p)}{\log q} \right\rceil. \quad (p > 2e)$$  

The optimal search depth $n^*$ is illustrated in Fig. 3(a.i). In the upper left “triangle”, where $p < 2e$, we have $n^* = 0$, i.e., the value of the searched information is too low to justify a search. Note also that when $p \rightarrow 1$, i.e., when the content becomes highly available, the optimal search depth is $n^* = 1$ for any fixed transmission cost $e < p/2$. This is due to the fact that the content is always found at the first node, and still continuing the search further would just waste energy and time. Indeed, this inability to dynamically stop the search is the Achilles heel of all static search strategies.

**Case $0 < \gamma < 1$.**

Let us next consider unreliable return paths. The condition remains the same, i.e., at the optimal depth $n$ we have $U_{n+1} - U_n \leq 0$. Unfortunately, in this case we cannot express $n^*$ in closed form. However, we can determine the critical transmission cost $e^*_n$,

$$e_n^* = \frac{\gamma^n(q^n + \gamma - \gamma q^{n+1} - 1)}{1 + \gamma^n}.$$  

Figure 3: Optimal max. search depth $n^*$ in Bernoulli case ($\gamma_{\max} = 1$) with (a) the static strategy, (b) dynamic strategy and (c) learning strategy (which does not know $p$ a priori). The top row corresponds to the ideal case with $\gamma = 1$, whereas on the bottom row the return path is unreliable and $\gamma = 0.7$. 

The top row corresponds to the ideal case with $\gamma = 1$, whereas on the bottom row the return path is unreliable and $\gamma = 0.7$. 

The optimal static search depth $n^*$ is illustrated in Fig. 3(a.i). In the upper left “triangle”, where $p < 2e$, we have $n^* = 0$, i.e., the value of the searched information is too low to justify a search. Note also that when $p \rightarrow 1$, i.e., when the content becomes highly available, the optimal search depth is $n^* = 1$ for any fixed transmission cost $e < p/2$. This is due to the fact that the content is always found at the first node, and still continuing the search further would just waste energy and time. Indeed, this inability to dynamically stop the search is the Achilles heel of all static search strategies.
which is the smallest transmission cost for which the optimal search depth is \( n^* = n \). Conversely,

\[
n^* = \arg\min\{ n | e_n^* < e \}.
\]

Fig. 3(a.ii) depicts the optimal static search depth when the return path is unreliable and each link backward exists with the probability of \( \gamma = 0.7 \).

### 4.1.2 Dynamic strategy

Let us next consider search strategies that adjust the search depth dynamically as the search progresses. In the Bernoulli case, the obvious dynamic search strategy searches at most \( n \) nodes (the max. depth) and terminates immediately if the content is found. Hence, e.g., with the probability of \( p \), the first node has the content and the total number of transmissions is 2 (out of which, the latter is successful with probability of \( \gamma \)).

Note that the expected value of the content found (but not necessarily successfully returned) is the same as with the static strategy, \( E[\max_i V_i] = 1 - q^n \). However, the search may terminate earlier, which (i) saves in the number of transmissions and also (ii) improves the probability of successfully returning a response.

**Case \( \gamma = 1 \).**

Let us again start with the ideal case with \( \gamma = 1 \). Then the mean number of transmissions is

\[
N_n = (2p + 4qp + \ldots + 2nq^{n-1}p) + nq^n = \frac{2 - q^n(2 + np)}{p}.
\]

The expected response reaching the source node is given by (3). Hence, the mean utility is

\[
U_n := 1 - q^n - \frac{2 - q^n(2 + np)}{p} \cdot e
\]

\[
= p - 2e - (p - e(2 + np))q^n.
\]

The gain from including one more hop, \( U_{n+1} - U_n \), becomes negative at the optimal maximum depth \( n^* \). Solving this gives the exact solution for the optimal maximum search depth \( n^* \),

\[
n^* = \left[ \frac{1}{e - \frac{1}{p}} - 1 \right].
\]

Solving for \( e \) gives the critical transmission cost,

\[
e_n^* = \frac{p}{(n + 1)p + 1}.
\]

The optimal search depth with the dynamic strategy is illustrated in Fig. 3(b.i). Note that the maximum search depth (but not the mean) with the dynamic strategy is always greater than or equal to the search depth with the static strategy. Moreover, the equiconject lines are strictly increasing functions of the availability \( p \) due to the fact that this strategy is able to stop the search dynamically. In passing we note that if we are required to return also a null answer with the Bernoulli case, then the optimal search depth becomes \( \infty \) if \( p > 2e \), and otherwise it is zero.

**Case \( 0 < \gamma < 1 \).**

The forward path remains identical and we can condition on the number of hops travelled before the searched content is found. The probability that the content is found at the \( i \)th hop is \( q^{i-1}p \), and thus the mean value of the response is

\[
R_n = \sum_{i=1}^{n} q^{i-1}p \cdot \gamma^i = \frac{(1 - q)(1 - (q\gamma)^n)}{1 - q\gamma}.
\]

For the cost we need to determine the mean number of hops. To this end, we condition also on the number of transmissions on the return path (out of which the last one may have failed). Let \( i \) denote the number of hops the query travels, i.e., the length of the forward path, and \( j \) the number of transmissions on the return path. Then the mean number of transmissions is given by

\[
N_n = \sum_{i=1}^{n} q^{i-1}p \cdot \gamma^i + nq^n,
\]

where the last term corresponds to a search that did not find the content. Subtracting \( e N_n \) from \( R_n \) gives the mean utility \( U_n \). Subsequently, for the difference \( \Delta U(n) = U_{n+1} - U_n \) we obtain

\[
\Delta U(n) = \left( p\gamma^{1+n} - \left( 1 + \frac{p(1 - \gamma^{n+1})}{1 - \gamma} \right) e \right) q^n.
\]

Similarly as before, determining the root of \( \Delta U(n) \) gives the optimal search depth. After some manipulation, we get

\[
n^* = \left[ \frac{\log (\frac{e(1 - \gamma + p)}{p(1 - \gamma e)})}{\log \gamma} \right] - 1.
\]

Alternatively, solving for \( e \) gives the critical transmission cost,

\[
e_n^* = \frac{p(1 - \gamma)\gamma^{1+n}}{p(1 - \gamma^{1+n}) + 1 - \gamma},
\]

which was the minimum transmission cost at which \( n^* = n \).

Fig. 3(b.ii) illustrates the optimal search depth \( n^* \) as a function of the availability \( p \) and transmission cost \( e \) for fixed \( \gamma \approx 0.7 \). The curves appear as scaled down versions of Fig. 3(b.i).

In Fig. 4, we have fixed \( e = 0.1 \) and \( p = 0.5 \), and vary \( 1 - \gamma \) that corresponds to the loss probability on the links of the return path. We notice that \( n^* \) decreases to 1 as the loss probability increases, i.e., when the return path becomes uncertain. As the intuition suggests, under a high mobility, long paths become fragile and should be avoided, and only the neighboring node(s) should be involved in the search.
4.1.3 Learning dynamic strategies

All earlier strategies, both static and dynamic, have made the crucial assumption that the value distribution (defining the value of information per node for the query) is known a priori. In practice this may not be the case, even though one can envision that empirical distribution have been obtained based on past encounters. In this section, we take the Bayesian approach and refine our estimate of the value distribution as the search progresses further. For simplicity of notation, we assume Bernoulli case with unknown information availability \( p \), but note that the approach itself can be generalized to other value distributions.

A priori we assume that \( p \) is uniformly distributed on \((0,1)\). As the source node does not have an answer, we consider that initially one node has been checked and found out not to have a valid response. Suppose that in state \( i \) we have checked \( i \) nodes and none of them had a valid response. The Bayes formula gives the conditional pdf for the posterior distribution

\[
f(p | i) = \frac{\Pr\{i \mid p\} \cdot f(p)}{\int_0^1 \Pr\{i \mid p\} \cdot f(p) \, dp},
\]

where \( \Pr\{i \mid p\} = q^i \) and \( f(p) = 1 \), giving

\[
f(p | i) = \frac{q^i}{\int_0^1 q^i \, dp} = (i + 1)q^i.
\]

Subsequently, the expected value of \( p = 1 - q \) after \( i \) negative observations is

\[
\hat{p}_i = \frac{1}{i + 2}.
\]

Case \( \gamma = 1 \).

Let \( w_i \) denote the expected final outcome from state \( i \) with optimal strategy, i.e., we have already checked \( i + 1 \) nodes (including oneself) without luck. Then the search strategy bases its action on the assumption that \( \hat{p}_i \) is the probability that the \( i \)th node has the searched content (i.e., on the condition that none of the previous nodes had it). Recursively this gives

\[
w_i = \max \left\{ -ie, \frac{1}{i + 3} \left( 1 - 2e(i + 1) \right) + \frac{i + 2}{i + 3} w_{i+1} \right\}.
\]

where the first case corresponds to terminating the search after \( i \) transmissions, and the second case corresponds to continuing the search to the \((i + 1)\)th node. This otherwise infinite recursion can be constrained by noting that there is no use to continue if the possible gain is less than what it takes to return an answer back to the source, i.e., when

\[
(i + 2)e \geq 1 \quad \Rightarrow \quad i \geq \frac{1}{e} - 2.
\]

That is, for states \( i \geq 1/e - 2 \), we have \( w_i = -ie \). The learning search strategy, based on the Bayesian thinking, thus continues the search as long as the second option in (9) is greater than \(-ie\).

In particular, for the maximum search depth \( n^* \) we have

\[
w_{n^*} > w_{n^*+1} = -(n + 1)e.
\]

Consequently, letting \( \Delta U(n) \) denote the gain from continuing the search exactly one step further,

\[
\Delta U(n) := \frac{1}{n + 3} (1 - 2e(n + 1)) + \frac{n + 2}{n + 3} (-e) + n e = \frac{1 - 2e(2 + e)}{n + 3},
\]

we need to find \( n \) for which \( \Delta U(n) \) becomes negative. Therefore,

\[
n^* = \left\lfloor \frac{1}{2e} - 2 \right\rfloor, \quad (e < 0.25)
\]

Comparing (10) to (8), we note that both behave according to \( \propto e^{-1} \). The knowledge of the availability of the content, \( p \), affects the factor of \( e^{-1} \) term and the constant term. The optimal search depth with the learning strategy is illustrated in Fig. 3(c,i). Note the independence to the availability \( p \), which this strategy does not know.

Case \( 0 < \gamma < 1 \).

Similarly as with the two earlier cases, we can consider unreliable return path also in this case. In particular, we assume that parameter \( \gamma \) is stationary and has been determined when the search is triggered (\( \gamma \) depends on mobility, not on the content searched). Due to space constraints, here we simply give the results. The expected gain in utility from depth \( n \) to \( n + 1 \) is

\[
\Delta U(n) = \frac{\gamma^{n+1} - 2e(2 + n)}{3 + n}.
\]

In this case, \( n^* \), corresponding to the root of \( \Delta U(n) \), cannot be expressed in closed form, but one needs to find \( k = 2 + n \) that satisfies (cf. Lambert \( W \) function)

\[
\frac{\gamma^k}{k} = 2\gamma e.
\]

However, for the critical transmission cost we have explicitly

\[
e_n^* = \frac{\gamma^{n+1}}{2(2 + n)},
\]

which holds also for \( \gamma = 1 \). We note that as \( \gamma \) decreases, the critical transmission costs decrease by factor of \( \gamma^{n+1} \) for each \( n \).

Fig. 3(c,ii) illustrates the optimal search depth \( n^* \) as a function of the transmission cost \( e \) for fixed \( \gamma = 0.7 \).

4.2 Partial information

Next we assume that some nodes may be able to provide partial answers to a query, i.e., responses that are good but not complete. For example, recent but not current information about football results could be considered as good but not complete answer to a query. For simplicity, in this section we assume ideal return paths with \( \gamma = 1 \). As example cases, we assume that value of the response from a node obeys either uniform or exponential distribution, for which we derive the optimal static strategies.

4.2.1 Uniform distribution

Suppose first that \( V_i \sim U(0, v_{max}) \), i.e., nodes may have partial answers to the query measured by the value. Value \( v_{max} \) corresponds to a complete answer. The CDF of the maximum value among \( n \) samples is

\[
P\{\max_i V_i < x\} = P\{V < x\}^n = \left(\frac{x}{v_{max}}\right)^n.
\]
Subsequently, the expected value of the response is
\[ E[\max V_i] = \frac{n}{n+1} v_{\text{max}}, \]
and the utility reduces to
\[ U_n = \frac{n}{n+1} v_{\text{max}} - 2ne. \]  
(11)

Similarly as in the previous case, one can determine the optimal static search depth \( n^* \). Let \( q \) denote the ratio of the maximum value of the response to unit transmission cost, \( \beta = v_{\text{max}} / e \). Then it follows that
\[ n^* = \left\lceil \frac{\sqrt{1+2\beta^2} - 3}{2} \right\rceil. \]  
(\( \beta > 4 \)).

4.2.2 Exponential distribution
Next we assume that \( V_i \sim \text{Exp}(\lambda) \). In this case, the expected value of the response from an arbitrary node is \( E[V_i] = 1/\lambda \), and CDF of the maximum value is
\[ P(\max V_i < x) = (1 - e^{-\lambda x})^n. \]
It follows that the expected value of the query is
\[ E[\max V_i] = \frac{H(n)}{\lambda}, \]
where \( H(n) \) denotes the \( n \)th harmonic number,
\[ H(n) = 1/1 + 1/2 + \ldots + 1/n. \]
Our objective is to maximize the expected utility,
\[ U_n = \frac{H(n)}{\lambda} - 2ne, \]  
(12)

Considering again the difference \( U_{n+1} - U_n = \frac{1}{\lambda(n+1)} - 2e \) yields the optimal search depth,
\[ n^* = \left\lceil \frac{1}{2\lambda e} \right\rceil - 1. \]  
(1/\( \lambda > 2e \))  
(13)

4.2.3 General case
In the previous section, we considered static strategies when the value of the content had a continuous distribution. In such a case, a search will never find the complete answer, but has to settle with something that is hopefully sufficiently high. The static strategy suits well to such scenario. Next we will assume a finite set of values and determine the optimal dynamic search strategy using dynamic programming. Thus, the decisions may depend also on what has been found so far. Moreover, we allow multiple responses which make more sense in this case, where even a better response can be found later.

We let \( z = (m, n, d, b) \) denote the state of the search when the query reaches node \( n \), where
- \( m \) is the number of transmissions so far
- \( n \) is the distance to the source (in hops)
- \( d \) is the highest valued response already sent towards the source (by an earlier node)
- \( b \) is the highest valued response that node \( n \) could send, \( b = \max\{V_1, \ldots, V_n\} \)

We can write at state \( z = (m, n, d, b) \) the (expected) final utility for each action (see the model), and choose the best among them,
\[ w(m, n, d, b) = \max\{a_1, a_2, a_3, a_4\}, \]
where \( a_j \) denotes the (expected) final utility with action \( j \),
\[
\begin{align*}
    a_1 &= d - m \cdot c, \\
    a_2 &= b - (m + n) \cdot c, \\
    a_3 &= E[w(m + 1, n + 1, d, \max\{b, V_{n+1}\})], \\
    a_4 &= E[w(m + n + 1, n + 1, b, \max\{b, V_{n+1}\})],
\end{align*}
\]
where
\[
\begin{align*}
    a_1 &\rightarrow \text{stop the search,} \\
    a_2 &\rightarrow \text{stop the search and send a response back,} \\
    a_3 &\rightarrow \text{continue the search further,} \\
    a_4 &\rightarrow \text{continue the search, but also send a response back.}
\end{align*}
\]

The optimal action in state \( z \) is given by \arg\max \{a_j\}. Clearly the actions 2 and 4 make no sense when \( d = b \), i.e., when no better response than already delivered is available. The evaluation of the above equations directly leads to an infinite recursion as both \( a_3 \) and \( a_4 \) are defined in terms of \( w(z) \). However, we can exclude both actions when \( n \) and \( m \) become too large by a simple observation. Namely, one should not forward a query if even the maximum value of the response, denoted by \( v_{\text{max}} \), from the next node is not worth the trouble of forwarding and sending back the response, i.e., if
\[ v_{\text{max}} - (m + n + 2)e \leq \max\{a_1, a_2\}, \]  
(1/\( \lambda > 2e \)), for \( a_3 \), and
\[ v_{\text{max}} - (m + 2n + 2)e \leq \max\{a_1, a_2\}, \]  
(1/\( \lambda > 2e \)), for \( a_4 \).

With these, the recursion becomes finite and the optimal strategy can be determined for any state. Unfortunately, the number of states still explodes when \( e \rightarrow 0 \), which narrows the usability of the dynamic programming approach at this limit. On the other hand, when \( e \rightarrow 0 \) and \( V_i \) obey a discrete distribution, the optimal strategy can neglect the transmission costs.

5. PERFORMANCE EVALUATION
We now evaluate the performance of the developed search strategies with several numerical examples. We start with the Bernoulli case, where a node either has the complete information (e.g. a particular file) to a query or nothing, and then continue with the more complicated scenarios where also partial information exists.

5.1 Bernoulli: Search of a specific content
In our first example, we assume that a node either has the (complete) answer to a query, or nothing, i.e., the Bernoulli case. We compare the learning strategy (see Section 4.1.3) that determines the content availability \( p \) during the search to the optimal dynamic strategy that (miraculously) already knows the correct value of \( p \). Our numerical results show that the difference in the performance is typically minimal. In other words, the learning search strategy works very well across many values of \( p \) and one only has to know the transmission cost \( e \).

Fig. 5 (left) illustrates the maximum search depth \( n^* \) with the learning strategy (bold green line) and the optimal dynamic strategies that know the probability \( p \) of a node having the searched content, when \( p = \{10\%, 20\%, 50\%\} \). Note
that the maximum search depth with the learning strategy is independent of \( p \) (by design) and essentially depends only on the ratio of the value of the searched information (normalized to one here) to the unit transmission cost \( e \). We see that the learning strategy is an educated compromise, as expected.

Fig. 5 (middle) illustrates the resulting performance, i.e., the mean utility of a search as a function of the transmission cost \( e \) in the three cases, \( p = \{10\%, 20\%, 50\%\} \). The dashed lines correspond to the performance with the learning strategy, and the solid lines to strategy that is aware of the correct value of \( p \). We notice that the difference is negligible as soon as \( p < 50\% \), or \( e < 0.25 \). In particular, when \( p \) is smaller than 50%, a typical search involves several nodes before the content is found, and during this time a good estimate for \( p \) becomes available, which explains the observed good performance of the learning strategy.

Static policy, included merely for comparison, cannot be expected to perform well. Fig. 5 (right) shows the difference in the expected utility when compared to the dynamic strategy. We note that the difference is considerable when the absolute values vary from zero to one.

Next we consider the performance penalty in terms of the mean utility \( U_e \) due to an unreliable return path characterized by the parameter \( \gamma \). Fig. 6 illustrates the equivalence contours of the utility in the ideal case with \( \gamma = 1 \) (solid lines) against the setting where \( \gamma = 0.7 \) (dashes lines). We can observe that the performance deteriorates when links become unreliable (e.g., due to mobility), but, at least with \( \gamma = 0.7 \), the performance loss is reasonable given the search algorithm takes \( \gamma \) into account. This suggests that a well-executed search makes sense also in low to moderate mobility scenarios corresponding to \( \gamma = 0.7 \).

5.2 Partial information: Continuous case

Let us then consider the case where nodes can provide good but incomplete answers to a query. We study the static search strategies where the search depth is fixed to \( n \). That is, the query is forwarded to the distance of \( n \), and then the best response found is returned along the same path back to the source (with \( \gamma = 1 \)). The utility of such a search was \( \max \{V_1, \ldots, V_n\} - 2ne \). We consider the following two value distributions discussed already in Section 4.2:

- Uniformly distributed values, \( V_i \sim U(0,1) \)
- Exponentially distributed values, \( V_i \sim \text{Exp}(2) \)

Note that \( \text{E}[V_i] = 0.5 \) in both cases.

Fig. 7 (left) depicts the optimal search depth \( n^* \) as the function of the unit transmission cost \( e \). We can see that as \( e \to 0 \), the optimal search depth goes again to infinity, as expected. With exponential distribution, the value of the response is not limited and the optimal search depth \( n^* \) is somewhat higher than with the uniform distribution. We also note that as \( e > 1/4 \), i.e., when \( 2e \geq \text{E}[V_i] \), the cost of a transmission is too expensive and one should search only the “own pockets”, \( n^* = 0 \).

Fig. 7 (right) depicts the mean utility with the optimal search strategies. We can see that with the finite valued distribution, \( V_i \sim U(0,1) \), the utility converges to 1 as the transmission cost goes to zero, \( e \to 0 \). In contrast, with \( V_i \sim \text{Exp}(2) \) the utility is unbounded in this limit. In general, the shapes are similar to the Bernoulli cases depicted in Fig. 5.

5.3 Dynamic strategy with partial information

Finally, we assume that a response to a query may have four different values: no information (0), related (1), good response (2) and a perfect answer (3). In particular, we assume discrete values \( V_i \sim U(0,3) \), i.e., \( V_i \) obtains values \( 0,1,2,3 \) uniformly in random. As explained in Section 4.1.2, in this case we can determine the optimal dynamic search strategy (Dynamic). This is a sophisticated strategy that may return also with partial information. As reference strategies, we consider also the static strategy that searches always \( n \) nodes and returns the maximum response...
found (even if zero value), and the Dynamic-0 strategy that returns immediately if the perfect answer has been found \((V_i = 3)\) and does not send a response at all if nothing useful was found.

Fig. 8(left) illustrates the resulting optimal strategies. On the \(x\)-axis is the transmission cost \(e\), and the \(y\)-axis corresponds to the maximum search depth \(n^*\). Note that with the optimal dynamic strategy, this depth \(n^*\) is sought (at least) if all earlier \(n^* - 1\) nodes had no information, i.e., if \(V_i = 0, i = 1, \ldots, n - 1\). We can see that the dynamic strategies cover a wider distance than the static one (when needed), as expected. Fig. 8(right) depicts the resulting performance in terms of the mean utility per search. We can observe that the dynamic search makes sense even when \(e\) is a bit higher. The absolute gain is about the same for a quite large range of unit transmission costs \(e\). At the limit when \(e \to 0\), all schemes will search until the best possible response \((V_i = 3)\) is found, i.e., at the limit \(e \to 0\) all curves converge to 3. As \(e\) increases, the mean performance behaves as a convex function, until at some point \(n^* \to 0\).

### 6. DISCUSSION

In our model, we focused on the actions that a single query takes along the search path. However, in a mobile opportunistic network, rather than a single linear path, the search (with replicated queries) can be represented as a union of several paths. Search along multiple paths may implicate two points: (i) the average distance to valuable response is likely to get shorter, (ii) each decision (i.e., to forward or not, to respond or not) is based on partial information, i.e., on what has happened along its path, whereas the state of the other search path is unknown and can only be estimated. For the former, we plan to explore the average distance, i.e., the hop count, from the searching node that the search should be expanded for the most efficient search. In this work, we have provided the optimal hop count using the theoretical formalism along with several simplifications. In our future work, we would like to focus on a more relaxed scenario, e.g., realistic mobility models, and discover the optimal hop count by the help of simulations. For the latter, each node on the search path can use its observations of the network as in [9] (e.g., the number of nodes that has received the search packet and possibility of a response) to predict the state of the search, e.g., utility.

Note that a static strategy with a multiple concurrent search paths (returning a response at the end of each path) has the same cost as in the case of a single path. Thus, also in this case one needs to solve \(\max\{V_1, \ldots, V_{n_1} + \ldots + n_k\} - 2ne\). Obviously, if \(P\{V_i = 0\}\) is non-negligible, declining from returning a response with a zero value improves the performance with multiple search paths more than with a single (longer) search path. The mean response time also makes sense even when \(e\) is a bit higher. The absolute gain is about the same for a quite large range of unit transmission costs \(e\). At the limit when \(e \to 0\), all schemes will search until the best possible response \((V_i = 3)\) is found, i.e., at the limit \(e \to 0\) all curves converge to 3. As \(e\) increases, the mean performance behaves as a convex function, until at some point \(n^* \to 0\).
7. CONCLUSIONS

Forwarding packets in a meaningful manner in opportunistic networks is not an easy task. The basic routing schemes such as the plain flooding and the spray and wait algorithm [11] try to solve the one directional problem of sending information from a source to a particular destination. In our case, the setting is significantly more challenging because (i) we do not know who has the information, and (ii) the searched content must be delivered back to the searching node. The important contribution of this paper is the analytical treatment of the “self-guiding” search process in wireless ad-hoc networks, where the query takes actions based on its a priori information and the observations made during the search. In many cases, we were able to characterize the optimal search strategy that maximizes the expected utility. Despite of the shortcomings of our simplified models, we believe that the similar principles as studied in this paper can be also applied in practice in a more complete setting. In our future work, we will include to the model more realism by adding the option to replicate the query, where the additional challenge comes from the distributed decision making.
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