Abstract—Refactoring has been proven as useful means to improve the quality of source code. However, when improperly applied, it may introduce undesired changes to the observable behavior of the software. In this paper, an equivalence checking approach is presented to validate the behavior preservation after the application of refactoring in the domain of test cases specified using the Testing and Test Control Notation Version 3 (TTCN-3). The approach is based on bisimulation and incrementally checks the observable behavior of two test cases at runtime for equivalence. The approach is implemented prototypically and sample experiments are conducted to evaluate the effectiveness of the approach.
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I. INTRODUCTION

Refactoring [1] has been established as a common approach for the improvement of the quality of source code. Recently, it has also found its way and is fulfilling its purpose in the domain of test languages. Zeiss et al. [2][3] provided a basis for the application of refactorings to test cases specified in the Testing and Test Control Notation Version 3 (TTCN-3) by introducing a catalog of refactorings and tool support for their automated application. However, the application of refactorings, as well as the design of new refactorings face a major challenge—refactorings, by definition, must preserve the observable behavior of the refactored entity. Validating that this is indeed the case after a refactoring has been applied is thus essential [4], but has turned out to be a non-trivial task.

Previous work has initially suggested formal approaches based on predicate calculus [5][6], concept analysis [7], graph rewriting [4], and algebraic refinement rules [8]. These have been deemed insufficient and/or not applicable automatically [9]. Other publications [1][6] have proposed the use of specifications to measure the refactored entities against. Test suites can serve this purpose and have thus been suggested to be used as ”safety nets” [1]. For the validation of the behavior preservation after refactoring of test suites, however, this will require a perspective shift—the test suites will then have to be validated against the System Under Test (SUT) before and after undergoing refactoring, as proposed by [10]. As intuitive as it may sound, such an approach has a limited applicability, due to the fact that generally only a single path of a test suite is covered in such a context. In [2] and [11], it was suggested that bisimulation [12][13][14][15] could be used to check the behavior of the original and the refactored test cases for equivalence.

In this paper, an approach is presented to address the issue of validating the behavior preservation of refactorings in TTCN-3. The approach seeks to show that the observable behaviors of the TTCN-3 test cases before and after refactoring are equivalent. The remainder of this paper is structured as follows: Section II contains a brief overview of relevant key concepts. Section III presents the approach in detail. Its prototypical implementation is outlined in Section IV. Section V presents a summary of the results from the sample experiments conducted to evaluate the applicability of the approach. Finally, Section VI concludes this paper and presents an outlook for future work.

II. BASIC NOTIONS

TTCN-3 [16][17] is an internationally standardized test specification and implementation language. It can be used for both functional and non-functional black-box tests on different levels. Various commercial [18][19][20][21][22][23] and in-house tools support editing TTCN-3 source code and compiling it into executable code, as well as management of test suites and campaigns.

Prior to any further discussion on how to approach the problem of validating the behavioral equivalence, notions of behavior and behavioral equivalence need to be established. Refactorings may affect the internal behavior of the entities being refactored, but must not change the observable behavior. The observable behavior of TTCN-3 test cases is defined by the interactions of the test system running the test case with the SUT and the test verdicts, which are the real output to the user. The interactions between the test system and the SUT take the form of messages being exchanged or procedure calls. The approach presented in this paper takes only message-based communication into consideration, however, the methods can be adapted and transferred to procedure-based communication as well.

A. Behavior

The observable behavior of TTCN-3 test cases can be best monitored at the Test System Interface (TSI). The TSI of a TTCN-3 test system consists of communication ports
that are visible to the SUT, and queues associated to these ports. TTCN-3 test cases may (and usually do) utilize multiple parallel test components, performing individual tasks simultaneously and therefore exhibiting individual parallel behaviors. The test components also have communication ports of their own, which can be connected to the ports of other test components for internal communication or mapped to the ports of the TSI for communication with the SUT. The behaviors of the test components are not directly visible to the SUT and thus do not directly constitute a part of the observable behavior of the TTCN-3 test case. It is the collective interaction of all test components with the SUT, through the TSI, as perceived from the SUT’s perspective, that defines the observable behavior of a test case. Thus, this notion of behavior will be the basis for comparison and validation of the observable behavior of TTCN-3 test cases.

As it is based on the interaction model of the test case, the behavior can also be divided into atomic constituent parts, which will be referred to as events. An event is any atomic communication operation. A sequence of events constitutes a path, or a possible behavior. The union of all paths defines the complete behavior. An observable event, on the other hand, is an event that is visible to the SUT. The possible sequences of observable events define the observable behavior.

In order to achieve full coverage of the test case behavior, the behaviors of the individual test components, albeit not directly observable, have to be taken into consideration. They will not be used for comparison, but rather for guiding the test case behavior to achieve exhaustive coverage.

Given the above reasoning, there are two levels of behavior that need to be defined: test component behavior for each individual test component, which will serve behavior coverage purposes, and overall (observable) test case behavior, which will be used for comparison. The behavior of a test component can be modeled using a Labeled Transition System (LTS) [13], whereas the overall test case behavior needs to reflect the TSI with its ports and port queues. The LTSs used for the representation of the individual test component behaviors consist of a set of states with no specific semantic meaning and a set of labeled transitions that denote the events that can take place at a given state. The labels are direct references to the specific events. The overall observable test case behavior on the other hand is represented by queues of observable events. The queues are associated to ports, one for the in and out directions, for each port, so as to reflect the TSI from SUT’s perspective.

Figure 1 outlines the two levels of behavior that need to be considered—Level 0 (L0) denotes the individual test component behaviors and Level 1 (L1) denotes the observable test case behavior at the TSI, with the test system ports and their associated queues.

B. Equivalence

In [24], it was observed that "the correctness of application of a refactoring rule is in the responsibility of the developer" and that "there is (currently) no proof system that allows to formally prove correctness—neither automatic nor interactively". The approach presented in this paper seeks to address these issues in the domain of TTCN-3 test cases. Informally, "the correctness of application of a refactoring rule" will be defined as "equivalence in the observable behavior of a test case before and after the application of a refactoring rule", and the aim is to provide means to prove that the latter holds under all circumstances that can be externally induced and observed.

The observable behavior of a test case was established to be the interaction model of the test system running the test case, and the SUT, as perceived at the TSI. Equivalence in the observable behavior will then mean equivalent interaction models (at L1). The behavior of the individual test components is not relevant at this point, since it is not visible to the SUT. Moreover, different test component behaviors may still produce the same observable behavior. In fact, there are refactorings that introduce changes to the test component behaviors and the test configuration, while still preserving the overall behavior of the test system.

The presented approach considers only tests without real-time constraints—while the temporal ordering of interaction events is regarded for comparison of two test cases, the actual timing between the interaction events is disregarded.

C. Bisimulation

Bisimulation [12][13][14][15], on an informal level, is a relation that associates two (or more) systems, that behave in the same way, under all circumstances. It could be thought of as one system simulating the other and vice-versa, that
is, the systems can match each other’s actions. The bisimilar systems are thus indistinguishable to an external observer, which is what a test system running a refactored test case and its counterpart running the unrefactored test case should be to an SUT.

The approach proposed in this paper does not directly check for bisimilarity. It is based on the concept of bisimulation, more specifically weak bisimulation, which, in contrast to strong bisimulation, disregards internal actions that occur between observable events, and thus resembles the problem setting more closely than strong bisimulation.

III. APPROACH

There are numerous challenges that an approach for the validation of refactorings must face. Exhaustive coverage and the resulting state-space explosion are among the most prominent in the general context. Managing the behavior of concurrent communicating systems is also a major challenge, particularly in the present domain. TTCN-3 specific challenges include timers, complex data types and templates, wildcard and matching mechanisms.

The proposed validation approach consists of four major parts: instrumentation, simulation, comparison, and logging. They could be thought of as generally occurring in this sequence, however, simulation, comparison, and logging occur semi-simultaneously. Instrumentation and simulation address the behavior management and exhaustive coverage challenges, as well as the TTCN-3 specific issues. The interleaved simulation and comparison on-the-fly also help addressing the state-space explosion problem, that only small parts of the behavior representations need to be available at any given point.

Instrumentation is necessary to provide internal information from within the test case at runtime, to facilitate its simulated execution. The information ranges from the message contents and order, that is expected from the SUT, to further control and logging information. The instrumentation is applied on the source code level, by means of parse-tree manipulations, as it is most suitable for the particular context, and utilizes the native communication mechanisms of TTCN-3 to export information and provide external control of the test case execution at runtime. Instrumentation is performed as a preprocessing step, prior to the execution. In cases of data dependencies that cannot be resolved automatically, data may be supplied manually, which is then stored in a data pool for reuse.

Simulation is the core of the validation approach, as it enables the comparison and logging parts and these are built around it. Its purposes are to allow the execution of test cases, managing TTCN-3 behavior and semantics as necessary, systematically cover all behaviors that can be externally observed and induced by producing the necessary SUT responses, provide traces for comparison and logging, and circumvent the state-space explosion problem.

TTCN-3 test cases need an SUT to run against. Executing a test case by itself is therefore not reasonable. When running test cases against the SUT, the complete test case behavior is difficult to cover. Usually, only one behavioral path is covered. To achieve full coverage of a test case, the SUT needs to be steered into sending in a systematic fashion the responses necessary to drive a test case into a desired path. This may be difficult to impossible to achieve depending on the particular SUT. For a generic approach, it would be required that all SUTs obey this principle. Instead, a simulated SUT can be used, which interprets incoming stimuli, and, with the help of the instrumentation, produces the necessary responses to steer the execution of the test case into the desired behavior dynamically, at runtime. During execution, traces are generated from the simulation and fed for comparison and logging purposes to the respective entities.

Achieving exhaustive coverage and managing the state-space explosion are key aspects of the simulation. Exhaustive coverage is achieved by incremental behavior model construction and exploration at runtime. Behavior models are constructed and explored individually, on the test component level (L0). With the help of instrumented events, the reactive behavior of the test case is revealed to the simulated SUT during test case execution, resulting in a simulation configuration. During execution, a path that has not been previously covered is chosen, systematically for each test component. The selection is governed by an exhaustive backtracking algorithm operating on all the behavior models at L0. The test case is then continuously re-executed until all the paths, in all test components’ behaviors, in all combinations, are covered.

The state-space necessary for the simulation is reduced to having only the current active path with the branching edges for the alternative paths actively maintained for a test component. During backtracking, the edges and nodes that have been covered are then marked and reduced.

However, to validate the behavior of a refactored test case using equivalence checking, it will still be necessary to have representations of the complete test case behavior at L1 before and after the refactoring. To minimize the amount of information necessary and the size of the representations, the equivalence checking is applied on-the-fly. This is achieved by executing the original and the refactored test case in parallel against two independent simulated SUTs which produce traces for comparison and feed them to the comparison entity. It checks the traces for equivalence at L1 and discards the processed traces. Should any discrepancies in the behavior of the two test cases occur, logging is activated, collecting information from both the comparison and the simulation to provide the necessary information for the identification and localization of the causes.

Concurrent communicating systems present a major challenge for such an on-the-fly approach. With communication flowing over multiple channels concurrently, it is difficult to establish an equivalence relation between two such systems, and even more so to check such a relation on-the-fly. TTCN-3 test systems being inherently concurrent with multiple parallel test components communicating with the SUT over single or multiple communication channels are no exception. Furthermore, the active behavior of a TTCN-3 test system cannot be
directly controlled from the outside, that is, it may send stimuli at will. Its reactive behavior, however, as far as receiving responses sent from the SUT is concerned, is where control can be exercised. In message-based communication in TTCN-3, the reactive behavior is blocking behavior, meaning when a test component is expecting a response from the SUT, its behavior is blocked until the appropriate response is received. This allows partial control over the execution progress of a test case. This also enables synchronization between the two simultaneously running test cases, when they are in stable states, i.e., all the active test components are in a blocked state. Synchronization is necessary for incremental comparison on-the-fly.

Another benefit of dynamic incremental comparison on-the-fly is that it can influence the execution of the test cases to detect and localize deep changes in behavior. Two fully independently running test cases may take different paths at an early point during their execution, generating mismatches in the behavior from that point on, even if only a single new branch was introduced or removed after that point in the behavior representation of the refactored test case at L0, which is referred to as a “deep change” in relation to that early point. Thus, behavior alignment is necessary to detect and localize such problems. Behavior alignment is the process in which one of the simulated SUTs hands over the control of its execution to the other simulated SUT. It is the simulated SUT that is “ahead”, that has to surrender the control of its behavior. “Ahead” means that it has covered a sub-tree under a given branch of the behavior representation of a test component’s behavior, which is still not fully covered by the other simulated SUT. This is due to the presence of additional branches in that sub-tree. During this process, the simulated SUT that surrendered the control of its execution also suspends its backtracking algorithms. The process continues until the behaviors can be realigned at the point where the control was surrendered.

There are a few peculiarities of TTCN-3 test systems that need to be taken into consideration: Reactive behavior is usually guarded by timers. Should the SUT fail to provide an appropriate response to the test system in a given time-frame, a timeout event occurs and an alternative behavior is triggered. Thus, to allow for a reliable control over the reactive behavior of a test system, it must be possible to trigger timeouts externally, from the simulated SUT. This is achieved by either substituting the timer-related events by discrete events of which the simulated SUT has a full control, or by interfering with the timing mechanisms of the test system through a custom Platform Adapter (PA). PAs in TTCN-3 take care of timing representation and other test platform-specific aspects. It generally depends on the particular case which approach is preferable, however, the usage of the more advanced approach that utilizes a custom PA is closer to the native operational context of TTCN-3 test cases, where a real SUT is used.

Finally, logging facilitates the localization and identification of problem areas that introduced changes to the observable behavior of the test case. It is not to be confused with the Test Logging Interface (TLI) as defined in the TTCN-3 standards [25]. The standard TLI can be used to provide an additional logging layer, but cannot fulfill all the needs of the presented approach.

Figure 2 depicts an architectural overview of the approach. The approach builds around the standard TTCN-3 test system architecture. Two test systems running the original and the refactored test cases (both of which are instrumented) are taken and connected to two independent simulated SUTs. The illustration of the test systems features only the relevant functional entities: the Test Executable (TE) which runs the TTCN-3 test cases, the Codec (CD) which provides encoding and decoding functionalities for the transformation of TTCN-3 data to and from SUT compatible data, and the System Adapter (SA) which implements the base means of communication between the TE and the SUT. The simulated SUTs are then connected to a comparison entity, or a comparator. It takes care of comparison and synchronization of the SUTs. In case behavior alignment is necessary, the comparator also mediates the directed control between the simulated SUTs. Finally, both the simulated SUTs and the comparator are connected to the logging entity, or the logger, and provide logging information for post-validation analysis over their logging interfaces.

IV. IMPLEMENTATION

Other tools already provide bisimulation implementations, for example the Construction and Analysis of Distributed Processes (CADP) [26][27] toolbox. However, no tool currently supports TTCN-3 directly, meaning that the relevant behavior representations still need to be extracted and transformed into suitable input for these tools. Thus, complete behavior representations are still necessary. Furthermore, the tools also impose certain limitations on their input and lack specific functionalities that are, needed, for example, in order to make behavior alignment possible. This makes them less suitable for the needs of this project.

The approach has been prototypically implemented to test and validate its applicability. Its implementation builds upon existing tools for TTCN-3. The conceptual entities for instrumentation, simulation, comparison and logging have been
implemented as standalone distributed tools for flexibility. This design enables the distributed application of the approach for improved efficiency. The instrumentation tool builds upon the infrastructure provided by the TTCN-3 Refactoring and Metrics Tool (TRex) [2][3]. The simulation tool consists of a test system adapter as a bridge between the simulated SUT and the test system running the test case, a simulation client and a simulation server. While the approach covers most of the relevant features of TTCN-3, its implementation of the instrumentation and the simulation currently covers a subset of the language and currently implements only a part of the approach, as described in detail in [28][29]. It aims to cover the basic TTCN-3 features necessary to run a simple test case. Although sufficient for the validation of most refactorings applied to simpler test cases, support for the advanced features of TTCN-3 needs to be realized to enable the simulation of real TTCN-3 test cases that utilize most of these advanced features.

V. Results
Several case studies were conducted to evaluate the applicability of the approach. The case studies concentrated on validating the behavior equivalence (or lack thereof) of individual refactorings applied to custom designed test cases, rather than large scale application of refactorings to existing publicly available test suites. There are several reasons for this:

- At this stage, it has been more interesting to study the application of different types of refactorings in detail, rather than obtaining statistical knowledge over applying the same refactoring multiple times.
- As mentioned in Section IV, the prototypical implementation supports only the basic features of TTCN-3 to enable the validation of simple test cases. Industrial-size test suites utilize many of the more advanced features, which are not immediately relevant for refactorings or the validation approach as it is, however, they are necessary for the proper execution and simulation of the test cases. This will be subject to change in the implementation.

The case studies were based on detecting the correct and incorrect application of six common TTCN-3 refactorings: Extract Altstep, Replace Altstep with Default, Replace Template with Modified Template, Parametrize Template, Prefix Imported Declarations, and Extract Function, all taken from [2]. The case studies have been systematically analyzed and documented in [28], in terms of possible issues that may occur if the particular refactoring is applied incorrectly, how would these issues manifest themselves, and how would the implementation of the proposed approach handle these issues.

The prototypical implementation of the approach was able to successfully identify direct changes to the observable behavior resulting from various errors that can be made when a refactoring is applied. General causes for unintentional changes in the behavior include failure to pass the correct parameters and/or set the proper parameter passing modes when extracting code segments, or failure to notice differences in code parts that are to be extracted. More specific causes are related to the usage context of certain refactorings, as well as to the domain of TTCN-3. Incorrectly applied refactorings can cause changes ranging in severity from hard to notice data-integrity corruption to major control flow changes. Changes to the observable behavior resulting from these causes include the introduction of new events (and the corresponding branches), removed events (missing branches), changed message contents and changed test verdicts. In cases where a new event occurred deep in the behavior representation tree structure, behavior alignment was successfully applied to identify and localize the cause.

The case studies demonstrated that the approach and its implementation were able to deal with the state-space explosion problem for the sample test cases used. To achieve complete coverage, the implementation executed the test cases over and over, until all the behaviors that can be externally induced and observed were covered. However, only the data necessary for the validation of the current execution is necessary at any point during the validation process. This helps to manage the state-space explosion in that no complete representation of the observable behavior is necessary for the validation of behavior preservation. The demands are then arguably shifted from the space domain to the execution time domain. Given that execution of test cases is necessary for the collection of the data necessary to produce the behavior representations in the given context anyway, the required time for the validation of a refactored test case was approximately the same as the time required to cover all the behaviors that can be externally induced and observed, with only marginal increase due to the comparison steps.

A major observation is that the approach presented is useful for the detection of immediate changes to the observable behavior, that can be directly observed in a test case at its development state during the validation.

VI. Conclusion and Future Work
In this paper, an approach for the validation of refactored TTCN-3 test cases is presented. The approach uses equivalence checking and is loosely based on bisimulation. To circumvent the state-space explosion problem, it is applied on-the-fly to two simultaneously executing test cases. The approach has been proven useful for the detection of immediate changes to the observable behavior of test cases by means of a sample case study.

The application scope of the approach can also expand to more generic scenarios, such as detecting whether a given change was just a behavior preserving optimization or refactoring or rather a bugfix or a new feature. Another alternative application scenario might involve the comparison of different TTCN-3 execution environments which are running the same test case, to validate that the execution environments are interchangeable in the context of the given test case. The latter is an issue for tools implementing the TTCN-3 standard.

While the methodology supports most of the relevant TTCN-3 features, the implementation of the approach is still at the prototype level. Thus, the effectiveness of the approach
on larger test cases, e.g. huge standardized TTCN-3 test suites, remains to be studied, once support for advanced TTCN-3 features used by these test suites is provided in the implementation. Therefore, the extension of the implementation to support these advanced TTCN-3 constructs and features is of particular importance. Also, only a subset of the available refactorings has been studied. The analysis of other refactorings, as well as larger data sets, may provide further insights.

Other future considerations include partial and in-place validation, capture and replay features, and partial ordering of events, to name a few. Partial and in-place validation could be used to isolate the refactored areas and validate only the relevant contexts. Capture and replay features may prove very useful for quick re-validation of particular scenarios of interest, exact reproduction of a particular execution, or offline validation. Partial ordering of events is a minor enhancement that may be of interest in some application contexts, such as testing shared media. Such an enhancement, however, may also require a revision of the currently utilized notion of equivalence.

Another point of interest may be providing performance and overhead measurements. However, such measurements will hardly be generally applicable and will only provide relative data. The expectation is that they are strongly dependent upon the complexity of the data and the test configuration, as well as on the behavior of the individual test components and on the operational environment.
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